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Interviewer: “I heard you were extremely quick at math.”
Me: “Yes, as a matter of fact I am.”
Interviewer: “What’s 14 x 27?”
Me: “49”
Interviewer: “That’s not even close.”
Me: “Yeah, but it was fast.”
/u/RandomHuman1578
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Course Outline

1. Introduction to Statistical 
Learning

2. Linear Regression

3. Classification

4. Resampling Methods

5. Linear Model Selection 
and Regularization

6. Moving Beyond Linearity

7. Tree-Based Methods

8. Support Vector Machines

9. Unsupervised Learning

10.Neural Networks and 
Genetic Algorithms



Agenda



In Practice …

We’re probably using these methods for visualization 
(e.g. exploratory analysis) or to support supervised 
learning

• For example, earlier we used principal component 
analysis for regression

•We can use also use cluster membership information 
as predictors for supervised learning



First Principal Component

• Loadings

• Scores

Principal Component Analysis



First Principal Component
Optimization Problem

Principal Component Analysis





USArrests Data

Principal Component Analysis



USArrests
Biplot

Q. What’s better than one
set of axes?

A. Two sets of axes ☺

Principal Component Analysis

- prcomp(USArrests, scale = T)$rotation[,1:2]

- prcomp(USArrests, scale = T)$x[,1:2]



Minimizing the Sum of Squared Distances
[Simulated Data]

Principal Component Analysis



Reconstruction

Multiplying the scores by the loadings to approximate 
the original data

Principal Component Analysis



USArrests: Scaled Versus Unscaled Solutions

Principal Component Analysis



Scaling Variables

Variables with larger variance can drive the output

Principal Component Analysis



Proportion of Variance Explained (PVE)

• Total Variance

• Variance Explained by the mth Principal Component

• Proportion of Variance Explained

Principal Component Analysis



Scree and Cumulative PVE Plots

Principal Component Analysis



Crisp Clustering [Disjoint Clusters]

K-Means Clustering



Example Clusterings for Simulated Data

K-Means Clustering



Objective Function

Minimize within class variation …

K-Means Clustering



Alternative Within Cluster Variation Expression
[first expression equals last expression]
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      Minimize squared distance to the mean

K-Means Clustering



K-Means Clustering Algorithm

K-Means Clustering



Implementation Note

Clusters are initialized to randomly selected observations

> stats::kmeans

centers <- x[sample.int(n, k), ]

K-Means Clustering



Iterative Expectation Maximization (EM)

• Step 2b: assign observations to 
clusters [expectation]

• Step 2a: update the cluster 
centroids [maximization]

• Neither step will increase the 
value of the objective function 
[they’re designed to reduce it]

K-Means Clustering



Multiple Starts [random initializations]

Perform the k-means 
clustering procedure 
multiple times and select 
the model that produces 
the lowest value for the 
objective function

K-Means Clustering



Simulated Data for Hierarchical Clustering

Hierarchical Clustering



Hierarchical Cluster Analysis Dendrogram

Hierarchical Clustering



Dendrogram Example

Hierarchical Clustering



Hierarchical Clustering Algorithm

Hierarchical Clustering



Hierarchical Clustering Linkage
[distance between groups]

Hierarchical Clustering



First Three Steps for Hierarchical Clustering

Hierarchical Clustering



Linkage:
Average versus Complete versus Single

Hierarchical Clustering



Euclidean versus Correlation Based Distance

Hierarchical Clustering



To Scale or Not To Scale?

Clustering



Decisions for Clustering

•Should the observations be standardized?   
(e.g. centered, scaled)

•What dissimilarity measure should be used?

•For hierarchical clustering, what type of 
linkage should be used?

•How many clusters?

Clustering



Agenda


